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1 Introduction

In this report we discuss the expected effects of reforms in education and labor market policies already implemented or suggested by the current liberal-conservative government in Sweden. According to our guidelines, the main focus is on whether the reforms are suited for the purpose of increasing employment, hours worked and productivity.

The reforms that we analyze have wide ranging objectives, approaches and timeframes. Some are designed to directly affect employment and productivity in the short run (including active labor market programs (ALMPs) and reforms to high school with the purpose of facilitating the transition to work). Others are likely to have little immediate effect, but possibly long-term effects on productivity, employment and living standards (such as reforms designed to put more emphasis on scholastic curriculum at young ages). And others can have effects on output and employment over varying time horizons (such as an increase in resources for university research). These differences should be borne in mind when we discuss expected effects of various possible reforms.

Our comparative advantage is to analyze likely effects of general policy changes, with relatively little attention to the details. Of course, actual results will depend very much on the details of the way policy changes are implemented. Still, we believe that some general tendencies can be inferred from the relevant evaluation literature. We have divided our report into six separate sections. For education, we consider the economic effects of preschool education, efforts to raise teacher skills, school accountability policies, vocational high school and increased funding of university research. We divide our analysis of the effects labor market policies into reforms of active labor market programs and of the unemployment insurance system.

2 What is the payoff to preschool education?

2.1 Description of the reforms

There are two reforms proposed by the government that will have a direct impact on the amount and focus of pre-schooling in Sweden. First, the availability of pre-schooling will expand to include all children from the age of three. This is an extension of an earlier reform in 2003 which introduced general pre-schooling for four and five year olds. These changes have had the effect that although most children previously experienced pre-schooling at a day care center, it is now available for all children. Since having a place at a day-care center is costly for parents, the reforms made pre-schooling free-of-charge. Second, pre-schooling will become more “school-like” as there will be an increased focus on learning (this is the so called “Förskolelyftet”). This will be accomplished in two ways: 1) Additional resources will be used for continued education and training of pre-school teachers and day-care personnel. The goals are that pre-school teachers should be present in all
preschools and that teachers should be given a more specified pedagogical role as well as more overall responsibility. 2) The objectives of the pre-school curriculum should be more explicit, especially regarding the language and math skills taught to children.

2.2 A survey on the effects of pre-school education

We survey the best available evidence on the effects of pre-compulsory school education on short- and long-term outcomes. Much evidence will be drawn from U.S., since the U.S. traditionally has put much effort into evaluating preschool programs. Due to the lack of Swedish studies of pre-school effects, we are forced to rely on evidence for other countries. This is unfortunate, but is likely a result of the absence of registry information on child care and preschooling attendance for Sweden, which makes studies of pre-school effects in Sweden difficult.

We will mainly focus on universally available pre-schooling (i.e., made available for a large and representative part of the population). An example of such a program is Oklahoma’s universal pre-K program. We will then compare the results found in these universal programs to small-scale experiments of preschool programs targeting disadvantaged children, such as the Perry Preschool (which also included home visits) and the Carolina Abecedarian (which included a number of interventions from ages 0-5) programs. These evaluations have the advantage that they are based on a randomized design, and hence estimates are particularly credible. The main drawback is that these programs were targeted to children from (very) disadvantaged backgrounds and included other interventions in addition to pre-school education. The external validity to the Swedish setting can be questioned. There are also relevant results to be drawn from a recent study for Netherlands, where compulsory schooling starts at the age of four.

Oklahoma established a universally available pre-kindergarten program for 4 year old children in 1998. It is funded by the state and is free-of-charge. School districts are free to participate and an overwhelming majority of them do so. The program can be run either as a full-day or half-day program. All teachers are required to have a Bachelor’s degree and an early childhood certificate, and they are paid at the same rate as elementary and secondary school teachers. The class size maximum is set to 20 and most classrooms have an assistant teacher. The participation rate is quite high; over 60 percent of the 4 year olds in Oklahoma start pre-school. And those children who start preschool are from a more diverse backgrounds than participants in Head Start (discussed below).

In a series of papers, Gormley Jr. and coauthors (Gormley Jr. and Gayer, 2005, Gormley Jr. et al, 2005, Gormley Jr., Philips and Gayer, 2008) have studied the effects of this program in Tulsa, the largest school district of Oklahoma, on early achievement score measures directly after participation in the program. An identical test was administrated to children just starting pre-school (k-1) and those just starting kindergarten (k). Over 1500 pre-k students and over 3000 k-students were tested in 2001. In 2003 and 2006 follow up studies have
been performed for more recent cohorts. The test participation rate was high (above 80%). The children were tested on their reading (identify letters and pronounce words), spelling (tracing letters and spell simple words) and math skills (simple calculations).

The challenge with isolating the causal effect of such a program is: 1) how to separate out the effect of maturity or age from the effect of spending time in the program, and 2) how to control for non-random program participation (selection bias). The research design in these studies utilized the existence of a cutoff date (1 September) for admittance to preschool. Children turning age 4 by this date were allowed to attend preschool whereas children not yet 4 were not. It is therefore possible to control for age, either parametrically or by using sub-samples born close to around this cutoff. The authors compare test scores for children born after the cutoff (with 1 year of program treatment at date t), with test scores for those children born before the cutoff (which has no program treatment at date t). The former is the treatment group and the latter controls, and both are tested at date t. If the control for age is done properly and if the adjacent cohorts have similar average characteristics, one can argue that the effect of the program on the treated is estimated.

The authors find (Gormley et al, 2005, Gormley Jr., Philips and Gayer, 2008) that one year of preschool increase reading by 0.8-1.0 standard deviation (SD), spelling by 0.6-0.7 SD and math by 0.4 SD. The effects are similar across racial-ethnic and socioeconomic groups. Separate effects were not estimated by sex. There is no evidence that effects of the half-day program are smaller than for the full-day program. If these gains are converted to age-equivalent scores, children gained about 8 months in reading, 7 months for spelling and 4 months for math. Given that the preschool lasted 1 year, these gains are very large. The effect sizes in Gormley Jr. and Gayer, 2005, are somewhat smaller, but still impressive.

The research design in these studies is good, but some caveats should be kept in mind. Given their small sample size, they are not able to compare children born very close to one side or the other of the cutoff date (they use samples of ±3 months or a quadratic age fit), so their effect estimates might still be confounded by age/maturity. They are also unable to control for relative age effects. If the youngest individual in preschool gains disproportionately because of their older peers make them mature for their age, effects will be overestimated. Since the tests are taken without any further schooling, we do not know if the very large effects are long lasting. If effects are non-linear and decreasing there will be smaller effects found when these children are older. Also, ideally all children whether or not they participated in the pre-school program should have been tested on both occasions. Finally, they do not look at catch-up effects: those who did not participate may catch up very quickly when they start school.

1 An unresolved issue in the literature on education effects for young children is how to separate the effects of time in school, school start age and age at test (general maturity) from each other. Since age at test is exactly equal to school start age and time in school, these are not separately identified. However, for the purpose of our question we are interested in the effect of adding time in school for young children, which is the combined effect of a lower school start age and longer time in school. Hence, the important things in the studies we review are how they control for age, as well as how they control for selection bias.
Berlinski et al., 2008, estimate effects of pre-school participation in Argentina during the 1990s, when pre-schooling increased rapidly. They exploit variation in expanding pre-school facilities across regions and cohorts, and find that pre-school participation leads to higher test scores in primary school: one year of pre-schooling increase third-grade test scores by 0.2 S.D.. The effects estimates are similar for boys and girls, and somewhat higher for children from impoverished households. They also found that pre-schooling positively impacted psycho-social behavior as measured by attention, class participation and discipline.

In most countries children born within a year typically starts school once in a year, usually at a date sometime in late August or early September. In the Netherlands, children are instead allowed to start school upon attaining a certain age, the day when they turn four years of age. This is also what most students do. Leuven et al (2007) estimates the impact of time in school, by using the fact that the summer break (6 weeks) introduces exogenous variation in the age at which children are allowed to start school. The authors evaluate effects on scores from tests in reading and math which were given at the same time for all children during second grade. Consider the date of the test, t. At t, those who had their 4th birthday just after the summer holiday are six weeks younger than children who had their 4th birthday at the beginning of the summer holiday. However, they have spent the same amount of time in school. At t, those children who had their 4th birthday six weeks after the end of the summer holiday are six weeks younger and have six weeks more schooling than children who had their 4th birthday just after the summer holiday. Since, the summer holiday creates a discontinuous relationship between time in school and age at test date (perfectly correlated for those children with birthdays falling at a time when schools are in session, and uncorrelated for those with birthdays falling within the time period of the summer holiday) the authors can estimate the effect of (potential) time in school and at the same time control parametrically for age effects. They find that one-month of additional (allowed) schooling generates higher scores for those children from disadvantaged backgrounds, but statistically insignificant effects for other pupils. However, the estimates are fairly imprecise. For non-disadvantaged children they can reject effect sizes of 0.03 SD for an additional month of school. Given that not all children start school as soon as they are allowed to, the estimates for disadvantaged students are probably an underestimate of effect of making enrollment compulsory at age four.

A drawback with these studies is that they only investigate short term effects of the programs. It very well might be the case that the positive effects fade away over time. Hence, we would like to know of any evidence of long-term effects on educational attainment, employment and earnings.

Head Start is the largest preschool program in the U.S. It is a program for disadvantaged 3-5 year old children. It contains not only early childhood education but also other child care services (encouraging parents to get more involved, various social services and improved nutritional intake for instance). Recently, studies have been able to evaluate the long-term effects of this program. Garces, Thomas and Currie (2002) use variation in Head Start participation across siblings, i.e., they compare outcomes for head start
children and their siblings who did not attend. They find long-term effects on educational attainment and reductions in criminal behavior for some groups. One drawback of this study, however, is that Headstart is intended to involve entire families, so there may be selection issues if a sibling does not participate. Ludwig and Miller (2007) avoid this concern by exploiting a discontinuity in the funding of head start across counties. A policy of providing assistance to develop Head Start funding proposals for the 300 poorest counties had a large impact of head start participation in those counties. Hence, they can compare counties with poverty rates just above the cutoff with those just below. They find a large drop in mortality rates of children five to nine years of age, and suggestive evidence for a positive effect on schooling. However, they find no statistically significant effects on math and reading scores in 8th grade, or for absence from school or time spent doing homework.

We can also draw on evidence from a few small-scale experiments, where children have been randomized into whether or not they attain preschool. Such randomization controls for selection bias, since the treated and control children on average will have the same characteristics. The Carolina Abecedarian Program was an intensive program which lasted from age 0-5. The study group consisted of 111 infants, of which 57 were randomly selected to receive child care services that very intensively focused on language development. The infants were healthy but from very disadvantaged backgrounds. They were followed throughout their childhood and youth up till the age of 21. Those from the treated group were at age 21 much more likely to attending college than the controls. Similarly very impressive long-term effects are found in another small-scale experiment, the Perry preschool. The treated group consisted of 123 African-American children born in poverty. There, surprisingly, few beneficial effects are found in the early grades, but at older ages very large positive effects were found for a number of outcomes. At age 40 treated children had higher earnings, more years of schooling, were more likely to be employed and had lower arrest rates (Schweinhart et al, 2005). Note that these experiments are for programs which also included treatments other than just preschooling: The Perry Preschool also included visits to the children’ home and the Carolina Abecedarian included a number of interventions. Hence, the effect estimates are likely too high if inference is to be drawn for the impact of pre-schoolings.

A more recent program is “Early Head Start,” which extended the Head Start concept to low-income pregnant women and families with infants and toddlers. This program has been evaluated by a randomized research design by Mathematica Policy Research (Love et al., 2002). They found that participating children outperformed their non-participating peers in cognitive, language, and social-emotional development. The score gains on the cognitive and language tests amounts to about of around 0.1-0.2 SD for one year of program attendance. However, the children in the control group receive some treatment as well (some type of childcare). Hence, these estimates are very likely an underestimate of attending an Early Head Start program.

Andersson (2008) analyzed several of the existing small-scale pre-school experiments in an integrated framework. He finds that although girls gained
significantly both in the short- and long-term, there were no statistically significant long-term effects found for boys.

Lastly, we will mention results from some studies which have estimated effects of school-starting age, which have found mixed effects of lowering the school-starting age. On the one hand, Angrist and Krueger, 1992, found positive effects on education and earnings using U.S. data, and Black, Devereux and Salvanes, 2008, similarly found positive effects using Norwegian data. On the other hand, Fredriksson and Öckert, 2006, found negative effects on education and no effects for earnings, for Sweden. So how can we reconcile this evidence of large effects of pre-schooling with small effects of lowering the school starting age (at least in Sweden)? First, the school-starting age literature estimates effects of school-starting age (attempting to control for effects of schooling and age) whereas the pre-school literature attempts to estimate the combined effects of school-starting age and schooling. Second, the school-starting age literature estimate effects of attending school using the same curriculum as for older pupils, whereas the preschool literature estimates effect of programs designed to enhance learning for young children. Third, the school start age literature looks at earnings and other long-term outcomes, whereas most of the pre-school literature looks at short-term effects on test scores.

2.3 Conclusions and policy suggestions

In a survey of pre-school programs, Currie (2001) concludes that the benefits of Head Start would cover the costs if Head Start generates one-fourth of the long-term benefits found for the small-scale experimental programs. Our survey shows that the short-run returns to universal pre-school education are positive and can be very high (as for Tulsa, Oklahoma) and that these returns are positive across socioeconomic and ethnic groups, although it is not clear that they are as large for boys as for girls. It therefore seems very likely that universal pre-school education in Sweden would be good policy and that pre-school investments will have at least as high returns as other human capital investments. For instance, Hansen et al. (2004) find that one more year of high school generates about 0.3 S.D. high scores on military (AFQT) tests. This effect is lower than most estimates of one-year of pre-schooling surveyed above.

We further believe that mandatory schooling for children is preferable to having universally available pre-schooling. One reason is that we worry that children from disadvantaged background are more likely to not participate in pre-school education. Given its increased focus on learning and the high returns found in the literature, a voluntary pre-school system will likely increase inequality in skills at the time when compulsory school starts. Such initial skill differences might then be very difficult to overcome. Another reason is that a first grade with a mixture of children, with and without pre-school experience, will make it very difficult for teachers to adjust their teaching to the right level of difficulty. Either, the children without pre-schooling will find it hard to keep up with the pace or those with pre-school experience will have to wait for the
other children to catch up. For these reasons we recommend mandatory preschool already from the year children turn 5.

3 What are the effects of policies to raise teacher skills?

3.1 Policy reforms
With the so called “lärarlyftet,” the government will put forward extra resources to increase the opportunity for teachers to obtain further training and education, including graduate education. In addition, there will be additional education available for teachers that need to complement their education so as to become certified teachers.

3.2 Empirical evidence
How important are teachers? On the one hand, the identity of teachers matters: some are better than others. On the other hand, it has proved difficult to find strong associations between student performance and teacher characteristics such as education and experience. So predicting which teachers will succeed \textit{ex ante} is very difficult.

One reason for the lack of correlation between teacher characteristics and student performance could be that experienced and well educated teachers are assigned to classes with weaker students, leading to underestimated effects.

One approach does not look at teacher characteristics, and instead focuses on the effect on performance of being assigned to one teacher as opposed to another. Specifically, researchers have attempted to estimate the overall effects of teacher quality, utilizing longitudinal data on students, teachers and schools. This approach estimates teacher specific effects, controlling for student, school and year fixed effects, hence capturing also unobservable teacher skills that are important for student achievement. Findings from this literature (Rivkin et al, 2005, and Rockoff, 2004) are that teacher assignments explain a relatively large part of the variation in overall tests core gains: a one standard deviation (S.D.) increase in teacher quality raises tests scores in math and reading by about 0.1 S.D. Note that because of the importance of pupil and family background characteristics in explaining student achievement, the importance of teacher quality as a fraction of overall “school factors” are much higher. Neither study find effects of teacher education being associated with teacher quality. Teacher experience does have some impact, but in Rivkin et al (2005) it fades away after a few years.

The importance of teacher characteristics has also been estimated using experimental data from the Tennessee STAR experiment. In STAR, kindergarten students were randomly assigned to small or large classes, where the large classes consist of three types of classes: a small class, a large class
without a teacher aide and a large class with a teacher aide. Importantly, teachers were also randomly assigned to different class types. In an analysis of the STAR data, Krueger (1999) finds little effects of having a teacher aide and of observable teacher characteristics such as teacher experience and having a master degree. Nye et al (2004) use the STAR data to estimate overall teacher effects, utilizing across-grades within-school and class-type variation, and find effects of similar magnitude as in the non-experimental studies referred to above.

That teaching methods matter and that teaching effectiveness can be improved is illustrated in Machin and McNally (2008), who find very large benefits of the introduction of the literacy hour in U.K. primary schools. The literacy hour, a daily hour of reading and writing, placed a much more rigid and structured form on the English curriculum than what previously was the case. The program also meant instructing teachers how to change their teaching practices with regard to content and pedagogy. Machin and McNally (2008) evaluate the introduction of the literacy hour using a difference-in-differences methodology, where changes in pupil test scores in areas with teachers participating in the program was compared to score changes in areas not affected by the program. They find positive effects of students’ performance in reading and understanding of English. The policy was not expensive, and highly cost effective. It is possible that the large estimated effects not only are due to changed teaching methods, but also to some extent reflect more hours of English teaching.

3.3 Policy recommendations

Unsurprisingly, teachers matter a lot for student achievement. However, it has been difficult to pinpoint just what characteristics that make a successful teacher. Teacher education and experience have consistently been found to have no or a small impact on student achievement. An exception is that the first years of teaching appear to be important. These findings make it difficult to draw policy conclusions.

4 What are the benefits of school accountability?

4.1 Policy reforms

The new government will implement reforms with the purpose of putting more emphasis on monitoring pupils’ learning development in central subjects in compulsory school. There will be clearly stated knowledge goals in grades 3, 6 and 9 in key subjects, with national tests in these subjects distributed to all pupils in these grades. The purpose is to monitor pupils’ learning progress, and to compare it across schools and groups of pupils. Pupils will also be given marks in earlier grades.

We will discuss the advantages and disadvantages of a school system that have clearly stated standards for learning, assessment of learning progress through
national tests and that emphasize accountability for students, teachers and schools. Such a policy of test-based accountability has not been popular among policy makers and educators in Sweden in the past. Note that the proposed changes increase standards for learning and assessment of learning progress, but place little emphasis on accountability of pupils, teachers and schools. The proposed changes discussed above are still significant: before, national tests were used for fewer subjects in later grades, and a decade ago national tests did not exist.

However, before we discuss accountability policies, we will show some evidence on how satisfied Swedes are with their schools.

4.2 Evidence of the satisfaction with the Swedish education system

Before we discuss the pros and cons of introducing standards, assessments and accountability in Swedish schools, we will present some new evidence on how satisfied Swedish citizens are with their schools. Utilizing newly available data from Gallup, we can compare the public’s satisfaction with schools in Sweden relative to that in other countries, and how satisfaction relates to performance in tests from the most recent PISA and TIMSS evaluations.

Our tabulations of the percentage of people in OECD countries who express satisfaction with the schools in their area are reported in Table 4.1. Regarding satisfaction with the educational system, Sweden ranks in the middle of OECD countries. Some 79.5 percent of Swedes say they are satisfied with the education system. Interestingly, this figure is down from 84 percent in 2004, and this decrease is statistically significant (standard error is 1.7).

We correlated the percentage of the population in a country satisfied with the schools in their area with their countries’ average test scores. The correlations were not statistically significant, although the correlation was positive and significant for the PISA scores if South Korea was dropped from the sample. We conclude from this analysis that the percentage of people in a country who express satisfaction with their school system is fairly disconnected with objective test-related measures of student performance. Thus, there is a risk of complacency if data on school performance are not provided. Casual impressions and anecdotal evidence that affect the public’s satisfaction with the schools in their area are not highly correlated with the measures of performance that are available.
Table 4.1 Percentage of individuals who are satisfied with the educational system in their area, and average test scores from PISA and TIMSS

<table>
<thead>
<tr>
<th>Country</th>
<th>Satisfaction with Educational System</th>
<th>Mean Test Scores</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Reading</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PISA PISA TIMSS</td>
</tr>
<tr>
<td>Singapore</td>
<td>94.7%</td>
<td>599 593</td>
</tr>
<tr>
<td>Belgium</td>
<td>86.0</td>
<td>501 520</td>
</tr>
<tr>
<td>Netherlands</td>
<td>85.1</td>
<td>507 531</td>
</tr>
<tr>
<td>Finland</td>
<td>84.3</td>
<td>547 548</td>
</tr>
<tr>
<td>Denmark</td>
<td>82.6</td>
<td>494 513</td>
</tr>
<tr>
<td>Ireland</td>
<td>82.3</td>
<td>517 501</td>
</tr>
<tr>
<td>New Zealand</td>
<td>81.4</td>
<td>521 522</td>
</tr>
<tr>
<td>Austria</td>
<td>80.8</td>
<td>490 505</td>
</tr>
<tr>
<td>Norway</td>
<td>80.5</td>
<td>484 490</td>
</tr>
<tr>
<td><strong>Sweden</strong></td>
<td><strong>79.6</strong></td>
<td><strong>507 502</strong></td>
</tr>
<tr>
<td>France</td>
<td>79.6</td>
<td>488 496</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>79.4</td>
<td>495 495</td>
</tr>
<tr>
<td>Canada</td>
<td>78.3</td>
<td>527 527</td>
</tr>
<tr>
<td>Australia</td>
<td>76.5</td>
<td>513 520</td>
</tr>
<tr>
<td>Mexico</td>
<td>75.2</td>
<td>410 406</td>
</tr>
<tr>
<td>Spain</td>
<td>71.9</td>
<td>461 480</td>
</tr>
<tr>
<td>Italy</td>
<td>64.2</td>
<td>469 462</td>
</tr>
<tr>
<td>Latvia</td>
<td>63.9</td>
<td></td>
</tr>
<tr>
<td>Japan</td>
<td>59.9</td>
<td>498 523</td>
</tr>
<tr>
<td>Turkey</td>
<td>57.4</td>
<td>447 424</td>
</tr>
<tr>
<td>South Korea</td>
<td>51.2</td>
<td>556 547</td>
</tr>
</tbody>
</table>

Note: Educational satisfaction percentages are the authors’ calculations from the Gallup World Poll for 2007. PISA is from 2006 and TIMSS is from 2007. The average test scores have mean 500 for all participating countries (the mean is slightly higher for OECD countries) and a standard deviation of 100.

4.3 Theoretical arguments for school accountability

The arguments for using a system of test-based accountability are that it will create incentives for students and school personnel to put more effort into learning and to help authorities to identify students and schools that are performing poorly. A potential danger of this system is that teachers and school administrators will adapt and focus on only those outputs that are measured. These are imperfect proxies for achievement and only moderately correlated with the long-term outcomes that are of ultimate interest, such as earnings. For instance, teachers can “teach-to-the-test” (so as to improving the skills specific to a test, but perhaps ignoring more general skills that are difficult to test for but that are important for a deeper understanding of the
subject) and spend more time on the students who are on the margin of obtaining passing grades (who matter most in the evaluations). Schools can put weak students into special classes, perhaps not included in the evaluations. That teachers and school administrators would respond strategically to the introduction of a test-based accountability system also has some support by economic theory. Holmstrom and Milgrom (1991) show that managers (i.e., teachers), performing under an incentive scheme constructed so as to rewarding certain measurable outputs, will respond strategically by focus more effort on easily observable tasks, and less on other factors relevant for overall output.

4.4 Survey of relevant empirical evidence

Jacob (2005) estimates the effects of test-based accountability (i.e., high-stakes testing) by focusing on the introduction of an accountability policy in Chicago in 1996-1997. The policy was designed to raise achievement and involved holding students accountable (by not promoting them to the next grade without demonstrating sufficient skills, which could mean summer-school attendance before retaking exam) as well as holding teachers and schools accountable by putting them on academic probation (with a risk of teachers and principals of eventually losing their jobs) if performance was low. Jacob performs two types of analyses. He uses a panel of student-level data, and compares actual scores to predicted trends from prior scores across groups of students that were or were not affected by the accountability policy, controlling for student, school and neighborhood characteristics. He also uses district-level panel data, and compares achievement changes in districts in Chicago that implemented the policy with achievement changes in similar districts in other cities that did not implement the policy.

Jacob finds both math and reading scores to increase following the introduction of the accountability policy. However, performance did not increase for younger students (where tests did not have consequences for pupils, teachers and schools). There are also results suggesting that achievement gains were driven by test-specific skills. Also, there is evidence that teachers respond strategically to incentives by focusing on high stake subjects, and increase placement of weak students in special classes. In some cases, teachers also responded by cheating, filling in some students’ answers (Levitt and Jacob). Jacob concludes that test-based accountability can improve achievement but that undesired responses by teachers might also follow. This means that the design of such accountability systems is of great importance.

Hanushek and Raymond (2005) analyze achievement changes across U.S. states that introduced accountability systems at different times during the 1990s. They found that accountability accompanied increases in student achievement, but that it did not close the achievement gap between black and white students. They did not find any unintended consequence on special education placement rates in response to the introduction of accountability systems. Wong (2008), estimates effects on long-term outcomes (also using across state implementation of accountability policies) and finds positive effects on schooling and earnings for some groups.
In 2002, the “No child left behind” (NCLB) was put in effect in the U.S. This landmark legislation involved a number of federal requirements with the aim of improving the performance of schools by, among other things, increasing the standards of accountability for schools. NCLB requires all public schools to administer a standardized test each year to all students. If a school fails to make enough yearly progress, it is “stigmatized” as a failing school, and (if the school does not improve after a period of time) parents can transfer their children to another school within the district. Initially funding is increased to help failing schools improve and special tutoring for its students must be provided.

Neal and Whitmore-Schanzenbach (2008) evaluate the introduction of NCLB in Chicago in 2002. In the design of this program, rewards and punishments depended on the number of students in certain demographic groups that scored above certain levels. They compare individual changes in test scores, where one group of students took the second test after the implementation of NCLB and the other group took the second test at the same time but before the implementation of NCLB, but both groups took their first test just before the implementation of NCLB. Hence, they can compare test score gains for those going from a system of low- to high-stakes testing (i.e., when test scores did not and did matter for accountability purposes) with gains for those always experiencing a system of low stakes testing. This makes it possible to control for unobserved pupil heterogeneity that are important for achievement levels.

Neal and Whitmore-Schanzenbach find that math and reading scores did increase substantially, but that this was entirely due to scores at the middle of the test score distribution, which was where the tests were high-stakes (i.e., most important for satisfying the accountability policy). Students at the bottom of the distribution, who were a long way from performing satisfactorily on the test, actually exhibited a decline in performance. Their findings are consistent with teachers reallocating their effort levels to those particular groups of pupils which matters for sanctions and rewards, and possibly neglecting others.

One possible way to make teachers and schools perform better is to put forward monetary incentives that reward teachers when their students do well on some measurable output. In Israeli secondary schools, several performance-based pay programs have been implemented and recently evaluated in credible ways. One such program, which was implemented in the mid 1990s, rewarded schools that performed well additional money to be spent or the school’s teacher and staff. The empirical results from evaluating this program suggest that such monetary incentives caused significant test score gains and lowering of drop-out rates (Lavy, 2002). In a recent paper Lavy (2008) evaluates individual monetary incentives based on an experiment among teachers in Israel. Teachers were rewarded with bonuses for improving their students’ performance in high-school exit exams. Significant improvements in students’ performance were found. There is also evidence that the test score outcomes improved through changes in teaching methods and increased teacher involvement for students’ performance. Interestingly, no evidence of manipulation of test scores by teachers was found.
Björklund, et al. (2005; Chapter 7) provide a discussion of the potential value and limitations of using national standardized tests to evaluate Swedish schools. They conclude that Swedish national tests do measure skills and knowledge that are highly correlated with future earnings and educational attainment, even after controlling for grades. Thus, they conclude, “test scores may be useful for evaluating school quality – both for parents choosing between schools for their children as well as for policymakers assessing school performance.” They also highlight the risks involved in using tests to draw inferences about teacher performance (e.g., small sample sizes and potential for teaching toward the test). They conclude, “Any accountability system based on standardized test scores, however, must be implemented with much care to achieve success and avoid the potential pitfalls we have discussed.”

4.5 Summary and policy recommendations

We conclude that there are benefits to clearly formulated standards and assessment of pupils’ learning progress. However, it is clearly both up- and down-sides to making teachers and schools accountable for pupils’ performance on tests. There are benefits since teachers respond to incentives (as evidences by Lavy’s work for Israel) but also drawbacks since teachers are likely to respond strategically as to maximize results on those outcomes that matter for evaluations. An optimally structured accountability system will maximize students learning progress and minimize strategic responses by teachers. How this should be done is not clear, but what is needed is likely a system that takes into account performance on many different types of tasks and performance at different parts of the distribution. We believe that teacher involvement is key for this to work, and therefore recommend that teacher representatives should be involved in the design of an accountability system, regarding how to test and evaluate learning development.

We also believe that in the Swedish school system, with decentralized financing and both publicly and privately run schools, it is especially important to have a system where learning progress is monitored and compared across schools and groups of pupils.

5 What are the effects of vocational high school education?

5.1 Policy reforms

In the government’s latest budget, resources are proposed to be used for more apprentice slots in high school, to create a vocational college and for more vocational slots in the adult education system. There are also plans to shift to a high school system that would contain three tracks: academic (university preparing), vocational and apprentice high-school programs. All of these are still three-year programs and it is stated that all these high school programs should be organized in a way that it is still possible to take enough academic
courses to qualify for university studies. However, they are not compulsory, and in reality, the division will likely be decisive. Currently, all high school programs have a uniform construction. They all last three years, have a common set of core-subjects and can all be used to qualify for university studies. Even the vocational programs are quite academically oriented.\(^2\)

Some important questions are: Will vocational high school tracks facilitate school-to-work transitions for students less likely to continue to university? What will be the effect on youth unemployment? What are the effects on the high school drop-out rates?

### 5.2 Theoretical arguments

An argument in favor of vocational programs is that they will facilitate acquiring occupational-specific skills and therefore probably increase school-to-work transitions. An opposing argument is that acquiring general academic skills make people “learn how to learn.” This is deemed especially important in a fast-changing economy, where existing occupational skills rapidly become obsolete. There is also a related literature on student tracking, i.e., the sorting of students into different levels based on students’ ability. Tracking at earlier levels than high school has been found to increase inequality in skills, without increasing average skills (Hanushek and Woessmann, 2006). It is unclear, though, how related these results are for choices made just before high school.

### 5.3 A short survey of the relevant literature

Several papers have estimated the effects of curricula with different degree of vocational courses on labor market outcomes in the U.S. Typically, outcome variables (wages, employment) measured a few years after high school are regressed on type of high-school courses (academic or vocational course indicators) and a large set of control variables (i.e., family background and high school achievement measures) for a sample of individuals who choose not to attend post high-school education.

Kang and Bishop (1989) use data for the U.S. (the High School and Beyond data), where students were surveyed and tested in the last year of high school in 1980. They were followed up two years later collecting information on labor market outcomes: employment (number of months worked), wages and earnings in the short-run. They restrict the data to those who never attended college. They find that taking more vocational (relative to academic) courses is associated with higher hourly wages, yearly earnings and months of work. Effects, if they are causal, are very large: if a typical individual take four vocational courses, instead of four academic courses, this increases hourly wage rate with 5% for women and 7% for men, and months employed by 22% for women and 8% for men.

---

\(^2\) However, note that almost one-fourth actually choose programs outside the regular university qualifying programs. These are the so called “individual program.”
Mane (1999) uses data sets for three cohorts of U.S. high-school graduates, those leaving high school in 1972, 1980 and 1992. The samples are restricted to those individuals with at most 6 months of college within the two years following graduation. Labor-market outcomes are employment, wages and earnings in the short-run (within 2 years of high school graduation) for all cohorts and in the medium run (up to 7 years) for the first two cohorts. Those who took more vocational courses in high school are found to have higher labor market payoff than those that attended more academic courses (true for all except for males in 1972 where payoff is similar). These vocational educated high school students are more likely to be employed and earn a higher wage both immediate after high school as well as in the medium term (up to 7 years later). When the relative returns to academic and vocational course work are compared over time, there is evidence of earnings returns to vocational courses to having increased between 1972 and 1980 and remained high in 1992. These results contradict the hypothesis that firms in later years rewarded general education more highly, and instead point toward occupation specific skills necessary to do the job being more desirable from the employers standpoint of employers. Hence, for high school graduates, vocational high school tracks are still (and even to a higher degree) more beneficial than basic academic courses in terms of earnings and employment.

Light (1999) uses data from the NLSY on male high-school graduates in the early 1980s. She finds that vocational courses have a positive effect on wages measured 6 years after high school. The estimated effects are smaller than in Kane and Bishop (1989) and Mane (1999). This might be because she controls for post high-school work experience (which likely is positively correlated with the number of vocational courses taken for this sample).

These three studies focus on high school students with either no or very limited college experience. So they limit the sample used in the estimations based on an outcome variable. Hence, there are potential sample-selection issues that can potentially bias the estimates (to be too high) since those academic high school students not continuing to college will be those that have the least talent for college, but (perhaps) mistakenly chooses academic high school courses. They also control for test scores in the last year of high school, which probably removes part of the academic-course effect. Also, labor market outcomes measured just a few years after high school graduation are clearly imperfect measures of long-run labor-market outcomes. Lastly, even though the authors control for a rich list of explanatory variables, there are still concerns that relevant factors are omitted from the estimations that confound the vocational effect. Whether these issues lead to small or large biases, or even what is the net sign of these biases, is very difficult to evaluate.

The Career academies have existed for long in the US, but have not been very widely implemented. Their curriculum combines academic and vocational courses. The academies also establish partnership with local employers. The aim is to prepare students for both work and college, and it is aimed at both low- and high performing students.

The Career Academies have been evaluated with a random assignment research design by MDRC, a non-profit research organization in New York City. About
1700 students who applied for enrollment were randomly assigned to participate or not participate in Career Academies (Kemple and Scott-Clayton, 2004), where non-participation means attending a regular high-school education (including mainly academic courses). The evaluators found a decreased probability of dropping out of school but no impact on achievement test scores for the average student. For those with the highest drop-out risks, treatment in the program decreased drop-out rates, increased attendance and positively affected the probability of graduating on time. In a later follow-up for 1400 of these students (Kemple and Willner, 2008), positive effects on earnings were found, but no effect on post-secondary education was found.

Important evidence regarding likely effects of the proposed high school reform is available from a recent study by Caroline Hall at IFAU, Uppsala, for Sweden (Hall, 2008). Since this study is still in progress, results are somewhat preliminary. She evaluates a reform in 1991 that increased the academic content in all high school tracks (through a higher share of theoretical subjects and through more theoretically advanced vocational relevant subjects), lengthening of vocational tracks from 2 to 3 years, and that made students in all high school programs eligible for university studies. This system is currently in effect in Sweden. Since, the change proposed by the incumbent government partly is a return to the old more vocationally oriented pre-1991 high school system (an important difference is that the vocational tracks then were 2 years) results from this study will be very relevant for the proposed reform. In the old system, some vocational programs were also closely connected to workplaces, so as to be more apprentice-like.

Hall exploits that the three-year more academically oriented high school system that were introduced nationally in Sweden in 1991, were preceded by a six-year pilot period in parts of the country. Hence, she can exploit variation in exposure to the new high school system across regions and cohorts. This makes it possible to compare changes in average outcome variables over time in municipalities with a high fraction of students and a low fraction of students in the new high-school system. She studies effects on high-school drop-out rates, educational attainment and earnings.

Findings are that the introduction of the three-year more academically oriented high school increased the probability of dropping out of upper secondary school and decreased the probability of beginning university studies. It had no statistically significant effect on the probability of completing a university degree, having positive wage earnings or on wage earnings up to 16 years after high school attendance. The findings of no or negative effects of a more academic oriented high school are in line with results for US discussed above.

There is also some work on apprenticeship training for Germany and Austria, where such systems have been effect for long. Krueger and Pischke (1995) use data for East and West Germany from 1988. They estimate Mincer-equations, except that the variable “years of schooling” is replaced by four types of post-compulsory schooling variables, including completed apprenticeship training. They find that the return to apprenticeship training is 19% in West Germany, and slightly lower in East Germany. This amounts to about 5-6 percent per
year, which is fairly close to the payoff for a year of schooling in West Germany during this time.

Ferstener, Pisce and Winter-Ebner (2008) estimate returns to apprenticeship training in Austria. They argue that selection problems might bias estimates from simple OLS estimations, since firms select apprenticeship participants. They therefore focus on an estimation sample consisting only of small firms that close down. This means that variation in the length of apprentice periods among participants arguably will be created due to factors uncorrelated with the characteristics of the individual participants. They find that returns to apprenticeship training that is about 2.5-4 percent per year, only slightly lower than the OLS estimate for the same sub-sample. If those participants whose training was interrupted early acquire other labor-market training or experience during the time where they otherwise would have had more apprentice training, this is an underestimate of the effect for this sub-sample. An important issue is whether results for this subsample can be generalized to all apprentice trainees. The OLS estimates for this group seems in line with earlier apprentice estimates for Austria, suggesting that the estimates can be generalized. However, working in failed firms means that the participant’s training is suddenly interrupted, which probably is associated with atypical problem which might make estimates difficult to generalize and likely understate the benefit of training.

Parey (2008) estimate effects of apprenticeship training on unemployment and wages (at age 23-26) for German individuals. An advantage in using data for Germany is that the early tracking system produces a clear counterfactual in full-time vocational high schooling, whereas college is a very unlikely option. He uses variation in the availability of apprenticeship places (across time and space), stemming from fluctuations in firm demand for apprenticeships, as an instrument for apprenticeship training. He finds no effect on wages from participating in apprenticeship training (relative to attending a vocational high school). However, those in apprenticeship training are less likely to becoming unemployed.

5.4 Conclusions and policy recommendations

Overall, there is much evidence that at least some vocational tracks in high school education have positive effects on short- and medium-run outcomes. Preliminary findings in a study for Sweden point to similar conclusions. The most convincing evidence of beneficial effects of a mixture of vocational and academic high-school courses comes from evaluations of Career Academies in the US, which has been evaluated with a random assignment research design. Hence, we conclude that there are at least short-run benefits from offering at least partly vocational high school tracks.
6 What is the return to public investments in university research?

6.1 Proposed reforms

A lot of additional resources will be used for university research funding: about 15 billion SEK, the next four years. This is a large increase, which amounts to about 8% of the total educational expenditures by the government over the same period. The resources will be distributed in the following ways. First, there will be a general resource increase. Second, there will be more resources distributed through scientific councils and for research infrastructure, etc. Third, there will be a particular focus on some “strategic areas”, as defined by the government. These are medicine, technology and climate. Recently, the government has specified which subfields (a total of 24, where Energy, Molecular Bioscience and Transport research will receive the most) within these areas that will receive funding. There will also be increased emphasis on the research quality (through citations/publications and the ability to receive external research grants) of universities as a means of distributing resources. There are also plans (“Självständiga lärosäten,” SOU 2008:104) to make universities more autonomous. Universities will no longer be government agencies. They will still be overwhelmingly financed by public resources (although they can receive additional funding through donations for instance) but they will be more freely governed.

We will first briefly review some theoretical arguments for why research is important for economic growth, with a special emphasize on the arguments for why research should be publicly funded and carried out at universities. We will further survey evidence from empirical studies attempting to estimate the effects of university resources on innovations. Much of the empirical evidence is for the U.S., a country with a very different system for higher education than Sweden (in particular, Sweden has less private funding, less autonomous universities, and no student fees). The question is how a Swedish system for higher education can best attain high quality research with more resources. Is it through more incentive-based distribution of resources based on quality indicators, and through more autonomous universities? Also, note that Sweden already, in an international perspective, spends a lot of resources (as a fraction of GDP) on research. So, what is the payoff to additional investments?3

6.2 Theoretical background

Innovations are central to economic growth in new endogenous growth theories, the so called “innovation-based” growth models. The key argument in these types of models is that overall productivity increases because of innovations that lead to development of new (and improved) products (Romer, 1990, Grossman and Helpman, 1991, and Aghion and Howitt, 1992). In these theories it is not the addition of physical and human capital that leads to

---

3 The reader should bear in mind that both authors are employed by universities, so we acknowledge the obvious potential for a conflict of interest.
sustainable growth, but instead the level of human capital that, through innovations, raises productivity. Since the number of innovations is central to growth, the factor of production of most importance is naturally R&D.

In recent work by Aghion and others (summarized in Aghion and Howitt, 2006), theory has been modified to allow for heterogeneous effects of education. Different levels of human capital play different roles at different stages of development. For countries close to the technological frontier, resources to research and higher education have the highest payoff, whereas for countries far away from the technological frontier, investments in primary and secondary education will be wiser. The reasons are that innovations are growth driving for high developed countries, whereas imitation and adoption of existing technologies are more important for low developed countries. Research is a key factor for the former, but not for the latter, types of countries. Hence, there is strong theoretical support for (university) research to impact economic growth, at least for more developed countries.

Researchers at universities have less incentive to conceal their research findings as opposed to researchers working in private companies. But this does not mean that universities necessarily should be publicly funded. However, in addition to the importance of published research (which is available to everyone regardless of how far away they are from the university), universities are perhaps also important sources of knowledge spillovers through informal interactions. And there are obvious complementarities between having researchers who are on the knowledge frontier teaching the top graduate students and next generation of researchers. Whether or not spillover effects are large enough so as to motivate public funding of research is mainly an empirical question.

6.3 A short survey on the effects of university research on innovations

We next review the literature that has estimated effects of university research on innovations. What are the returns to university research spending, and are they large enough to motivate public investments in research carried out at universities? What is typically estimated is a so called “knowledge production function,” where some measure of the number of innovations in a region is regressed on the amount spent on university research in the same region, controlling for industry R&D and some exogenous variables.

Jaffe (1989) looked at spillovers from university research by estimating the impact of university resources on corporate patents, controlling for industry R&D and population size, across U.S. States. Looking separately for different research areas, positive effects are found, especially for medicine and electronics. The estimated elasticities are between 0.04 and 0.28, the latter for drugs & medical research and the former for mechanical arts. The average elasticity is about 0.10, which means that a 10 percent increase in university research resources is associated with 1 percent more patents, on average. Note that these estimates are conditional on industry R&D. If university research leads to more industry R&D spending (and he finds a positive correlation for
most “technical” areas), the elasticity capturing the total effect of university research is much larger: about 0.60 on average. These effects are found to be even stronger in Acs, Audretsch and Feldman (1992), which, instead of the number of patents, used a direct measure of innovative activity (the number of innovations recorded by the U.S. small business administration from leading industry journals).

Jaffe, Trajtenberg and Henderson (1993), investigate if knowledge spillovers to a high degree stay within the region where new knowledge was created. If this is the case, it means that a region cannot rely on investments in research in other regions, but instead needs to invest resources locally. This conclusion is supported by their analysis. Looking at U.S. data on patent citation across SMSAs and states, they do find that patent citations are more likely to come from regionally developed patents. Hence, new knowledge is more likely to stay in the region where that knowledge was originally developed. Geographic concentration seems to matter, which probably applies to universities as well.

Anselin, Varga and Acs (1997) extend the data set employed in Jaffe (1989) to more states and also use a lower level of aggregation (MSAs or counties). They also use the same proxy for innovations as in Acs, Audretsch and Feldman (1992), and estimate a similar model to the one in Jaffe (1989). Using state level data, they find an effect of university research that is at least as large as in Jaffe (1989). Using county-level data, they find that university research partly spills over outside the county where the university is located.

In a recent paper for Sweden, Andersson and Ejermo (2005) use data on the number of patents in 130 Swedish corporations in 1993-1994. The number of patents per corporation is estimated as a function of the number of own researchers and of proximity to other firms research and to university research. They find that access to university research does have a positive impact on the number of patents, and that proximity to a university is important. Hence, these results are in line with the results for the U.S., although it is difficult to compare the size of the estimates in this study to the ones found for U.S..

We note that there are many estimation challenges in this literature that are difficult to overcome. These are discussed extensively in Griliches (1979), and relate to issues of measurement of innovations, which level of aggregation to use (to adequately allow for spillover effects), and endogeneity problems such as omission of relevant unobserved variables related to compositional changes due to mobility of firms and researchers. Overall, our impression is that research in this area has put considerably effort into exploring the effect of various units of measurement and what proxy for inventive activity to use, but has made much less progress on solving possible endogeneity issues. In many studies some form of instrumental variable analysis is used to isolate the causal effect from university research on innovations. However, the instruments are usually of questionable validity.
6.4 Conclusions and policy suggestions

We conclude that investments in university research can have very high payoffs. This is based on theoretical arguments as well as evidence of large spillovers in several papers for the U.S. However, there remain concerns as to whether the estimates should be interpreted as representing the causal effect of university research given the econometric challenges. Also, even if we could make a causal interpretation, it is uncertain whether results for U.S. data can be generalized to Sweden. The theoretical literature, however, gives strong reasons to presume that R&D, spillovers from university research, and technological advances are critical for growth.

7 Active labor market policies

According to the government, the overall goals for labor market policies are to contribute to a well functioning labor market through improved matching of job seekers and vacant positions, permanently increasing employment in the long run, and for the labor market insurance programs to facilitate workers transitions between jobs (Arbetsmarknad and arbetsliv in "Budget 2009 - för jobben, framtiden och välfärden," Chapter 14, p.24). A priority is for resources to be focused on job matching and on those with weakest labor market attachment.

The active labor market programs (ALMPs) can be subdivided into three main categories: training, subsidized employment and work practice programs. During the economic crisis in the early 1990s, first training programs and then subsidized employment programs and work practice programs expanded rapidly. Subsidized employment programs reached very high levels, whereas practice and training programs decreased in volume. When the labor market improved in the late 1990s, participation in all three programs declined, and in the early 2000s, the three types of programs were approximately of equal size. The last few years has seen an increase in subsidized employment and a decline in training and work practice programs.

7.1 Description of the reforms

In the latest budget, there is evidently an increased focus on ALMPs for the long-term unemployed and youths at risk of becoming long-term unemployed. Few activities are proposed for the initial 300 days of unemployment (90 days for youths of 16-24 years of age and 450 days if the individual is not receiving unemployment benefit) of unemployment After this initial period, the ALMPs commence, and consist of three sequential steps: 1) job coaching, providing intensive assistance and advice for searching for a job, 2) work-related training and work practice, and 3) as a last resort, after 450 days, job in some work that is deemed important for society.

---

4 For a fuller description of the history of the ALMPs in Sweden see Forslund and Krueger (2008).
In the old system, the unemployed could participate in the ALMP programs longer than 450 days (by re-qualifying for participation). Whether or not an unemployed was to enter a program depended on assessments made by labor market employment officers. In the new system, program qualification will only depend on the length of the unemployment spell. The target and design of employment subsidies will change, as well as increase in relative importance among ALMPs. They will be given to a broader group of unemployed (also including those not in labor force such as those on long-term sick leave) that have not worked in one year. The subsidy is somewhat smaller than before but can be provided for a longer period. Longer unemployment spells mean that the subsidy lasts for a longer time.

In light of these policy changes there are a number of questions that are of interest. Is it better to put all resources into programs for the long-term unemployed or should services be provided earlier? What are the most efficient ALMPs, and does this change depending on the economic climate? What is the effect of employment subsidies for increasing the transition to regular employment? Should the unemployed be profiled (e.g., based on their education, training, work experience and other background characteristics), and the services be provided to individuals based on their predicted needs early on in a spell of unemployment.

7.2 Relevant evidence

Effect of employment subsidies

The purpose of employment subsidies is to facilitate the transition to regular jobs for the long-term unemployed. Employment subsidies have been found to have a positive effect on employment probabilities in a number of studies (see Kluve, 2006; Katz, 1998).

The efficiency of employment subsidies depends, in part, on the reasons why the job-finding rate among the long-term unemployed is so low. If it is because the productivity of the unemployed temporarily decreases (e.g., because of skill obsolescence), employment subsidies are a reasonable policy measure. During the period of the subsidy, the workers can regain their working capacity lost during the unemployment spell. If, on the other hand, their productivity is permanently lower, an employment subsidy is unlikely to permanently solve the problem. Forslund, Johansson and Lindqvist (2004) find that a large part of the positive effect of employment subsidies derives from a large flow to (non-subsidized) employment at the point in time at which the subsidy expires. This is consistent with the hypotheses that employers do not hire long-term unemployed because of a temporary decrease in their productivity, which speaks in favor of employment subsidies, or because employers are uncertain of the productivity of the long-term unemployed. On the other hand, Calmfors, Forslund and Hemström (2004), conclude that employment subsidies cause more displacement of regular employment, compared to labor market training.
An important change regarding employment subsidies is that, instead of targeting only the long-term unemployed, the “new-start jobs” program targets a larger group of long-term non-employed. It is therefore unclear how much one can generalize results referred to above to the new system.

**Job Search Assistance and Job Coaching**

One of the more robust findings in the literature is that job search assistance, a short training course to help the unemployed search for work, is cost effective (see for example Meyer, 1995, and Blundell, et al. 2004). Job search assistance in these programs is typically provided when workers first become unemployed or reenter the labor force from welfare. Job search assistance has been found to be effective for diverse populations (Meyer, 1995). We suspect that this conclusion carries over to job coaching in Sweden given the universality of the evidence regarding job search assistance. Moreover, job search assistance is generally found to pass benefit-cost tests, although the cost of job search assistance is relatively low so the program should not be expected to yield huge benefits. Nevertheless, we would recommend that job coaching be provided early on during a spell of unemployment in Sweden.

**Profiling**

If job coaching is to be provided earlier, without costs increasing, there is a need to find a cheap way of identifying those most helped by job search assistance. One such way is to use statistical evaluation rules, profiling, to assign coaching to unemployed individuals that benefit the most from such policies.

Black et al. (2003) estimate effects of the “Worker Profiling and Reemployment Services” in Kentucky. This program assign mandatory reemployment services such as job training and job search workshops early in the unemployment spell based on predicted lengths of UI spells. The predictions are based on past employment and UI benefit receipt for the individual and on local labor market conditions. Note that variables such as sex, age, race and ethnicity are prohibited from being used. UI claimants are assigned integer scores based on their predicted UI-spell. Because of program capacity constraints, random assignment is used to allocate the services for those with the same integer score. The treated group had to participate in reemployment services as a condition for conditioned UI receipt. The control group was exempt from this requirement. The program is found to increase mean earnings, as well as reducing the mean duration and amount of UI benefits received. The effects of the program are mainly due to a sharp increase in number of unemployment exits early in the unemployment spell. The program is very cheap, and hence very cost effective. Black et al. (2007) use the discontinuities in the assignment of this program to analyze effects for a broader population during the same time period. Their analysis gave similar results as found with the experimental design. Since the Kentucky economy was strong during the period analyzed (mid 1990s), it is unclear how this study generalizes to a period with low demand for labor.
Lechner and Smith (2006) investigate caseworker allocation of unemployed individuals to subprograms within Swiss active labor market policy in 1998. They compare the caseworker allocation to alternatives including random assignment to services and allocation via statistical treatment rules based on observable participant characteristics. They find that Swiss caseworkers obtain roughly the same employment rate one year after the program initiation as would result from random allocation of unemployed to services. However, statistical evaluation rules do substantially better.

Thus, evaluating workers early in a spell of unemployment to determine the services that would help them return to work most rapidly has proved effective.

7.3 Conclusions and policy recommendations

Is it better to focus ALMPs on the long-term unemployed or should more be done for those at the start of an unemployment spell? The policies discussed above should be evaluated in light of the high number of layoffs recently, which, by some, are predicted to result in an almost 11% unemployment rate in Sweden in 2010 (“The Swedish Economy, March 2009,” National Institute of Economic Research). Calmfors, Forslund and Hemström (2004) conclude that using ALMPs on such a large scale in the 1990s was inefficient employment policy. Forslund and Krueger (2008) conclude that the ALMPs of the 1990s were not well adapted to combat the unemployment that arose in the first years of the 1990s. The question is then how to avoid the same mistakes now.

Those becoming unemployed have different re-employment probabilities and different needs. Starting job coaching early in the unemployment spell will not help everyone. However, it will decrease the duration of unemployment for those unemployed who in a better economic climate would find a new job quickly, but now have trouble doing so. Job coaching would prevent them from losing job skills and from perhaps eventually leaving the labor force.

To make extended job coaching and other services more cost effective, we also recommend considering worker profiling to help identify those groups of individuals with characteristics that are correlated with the highest re-employment rate and most likely to benefit from job coaching, and those with the lowest rates who are most in need of employment subsidies or retraining.

8 Unemployment insurance

Unemployment is rising in Sweden and most countries. The worldwide recession makes it critical to ensure that Unemployment Insurance (UI) is achieving its goals with minimal undesirable side effects.

Sweden has made important adjustments to its UI system. Most importantly, benefit generosity now varies over the course of a spell of unemployment. Starting in last year, during the first 200 days of unemployment the benefit
level is 80% of prior earnings, during days 201-300 it falls to 70%. After 300 days, workers can qualify for the program “job and development guarantee” at a rate of 65%.\(^5\) Previously, the benefit equaled 80% of prior earnings during the first 300 days of unemployment, and after that point workers could qualify for an additional period of benefits at this rate by participating in a labor market program. The benefit ceiling decreased somewhat for the first 100 days of unemployment: from 730 to 680 SEK per day. For longer unemployed periods than 100 days, the benefit ceiling has not changed: it is still 680 SEK per day.

Another important change is that after 300 days the unemployed are provided with job coaching, which provides intensive assistance and advice for searching for a job. If they still have not found a job after job coaching, they are provided work-related training and work practice programs. For youths age 16-24, the job coaching starts after 90 days of unemployment.

### 8.1 Goals and tradeoffs

Unemployment Insurance has three main goals: 1) to lessen the hardship experienced by workers during a spell of unemployment; 2) to enable the unemployed to search for an appropriate job instead of accept a job that is a poor match for their skills out of desperation; 3) to help stabilize the macro economy by automatically causing spending to rise during a downturn. Economists and policymakers have long recognized that the achievement of these goals may be accompanied by undesirable consequences. As with all insurance programs, tradeoffs are involved in UI.

Providing UI benefits increases the opportunity cost of work, leading some unemployed workers to delay their return to work.\(^6\) This effect is commonly known as a “moral hazard” effect. A second unintended consequence of UI is that some people may fail to adequately save resources on their own to cushion periods of unemployment if generous UI benefits are provided. Finally, if employers in an industry do not bear the full cost of paying UI benefits for their workers (i.e., if there are cross-industry subsidies in the financing of the program), then employment across industries is expected to be distorted, resulting in high-layoff sectors being larger than they otherwise would be absent UI. The moral hazard, savings disincentive and sectoral distortion caused by UI, however, are not necessarily signs of failure. They simply mean that the unintended consequences of UI must be weighed against the desired effects of the program, and an appropriate balance struck. It should also be noted that social norms in many communities can encourage the unemployed to search for work more intensively than they otherwise would, and mitigate the moral hazard effect.\(^7\)

\(^5\) For those with children under age 18, UI benefits are available for another 150 days (day 301-450) at a level of 70% of past earnings.


\(^7\) For a model of social norms in income-maintenance insurance programs, see Lindbeck and Persson (2006). Although they model work absences, their insights can be applied to job search intensity an UI as well.
Economists have developed theoretical models to guide the tradeoffs involved in setting optimal UI benefits. Raj Chetty, for example, argues that it is desirable from society’s perspective to provide job seekers who have inadequate savings sufficiently generous UI benefits to enable them to stay out of work longer and search for an appropriate job, and he balances this objective against the moral hazard effect. In his model, longer spells of unemployment resulting from UI benefits are not necessarily undesirable if they enable workers to find jobs that fully utilize their skills. Thus, longer unemployment spells are not always an unintended consequence of UI. Recognizing the competing effects of UI benefits, Chetty provides evidence for the U.S. suggesting that the optimal benefit level exceeds 50 percent of a worker’s pre-layoff wage. Benefits in the U.S. typically replace around 50 to 60 percent of previous earnings, although the existence of maximum benefit levels in every state means that replacement rates in practice are lower, closer to 35 percent on average.

A particularly relevant strand of the theoretical literature for Sweden’s recent reforms considers the optimal timing of UI benefit generosity in relation to unemployment duration (i.e., should benefits fall or rise over a spell of unemployment?) under alternative assumptions. Several studies, which make the assumption that an unemployed worker’s consumption is exactly equal to his UI benefit because of borrowing and savings constraints, conclude that UI benefits should fall over the course of a spell of unemployment, consistent with the schedule recently put in place in Sweden. The intuition for this result is that a declining sequence of benefits encourages workers to find a job sooner rather than later, and therefore offsets the moral hazard effect (while at the same time reducing the insurance benefit of UI). Werning (2002), however, extends the model to allow for borrowing and saving and concludes that the optimal profile of UI benefits should rise very slightly over time, in contrast to the previous work. Werning nonetheless concludes that with the optimal benefit profile, consumption should fall the longer that someone remains unemployed, similar to the earlier models. By allowing saving and borrowing, Werning breaks the automatic relationship between UI benefits and consumption. Because people who can borrow or draw down on their assets face a decline in wealth the longer they stay unemployed, their consumption falls even if their benefit rises slightly over time in his model.

Despite the sensitivity of the optimal benefit profile over time to alternative modeling assumptions, we think that Sweden’s decision to institute a declining benefit profile over the course of an unemployment spell is sensible. The reason for this conclusion is that savings are low in Sweden compared with the EU, and UI benefits probably represent the lion share of consumption for most unemployed individuals.

Finally, it is worth noting that before the adjustments to the UI schedule were implemented, Sweden was tied for the third highest after-tax benefit

---

9 Examples are Shavell and Weiss (1979) and Hopenhayn and Nicolini (1997).
11 Fredriksson and Holmlund (2003) similarly conclude, “the case for a declining time profile is reasonably well developed.”
replacement rate for unemployed workers during the initial period of unemployment out of 26 OECD countries. And Sweden was in 6th place out of 26 OECD countries for the net replacement rate over the first 5 years of a spell of unemployment. Thus, reducing benefits after a spell of unemployment lasted for a while is one way of bringing UI benefit generosity closer in line to that in other countries.

8.2 Relevant evidence: a brief summary

**Benefit generosity**

A larger international literature finds that more generous benefits are associated with longer spells of unemployment. The evidence for Sweden is also consistent with this literature. Carling, Holmlund and Vejsiu (2001), for example, studied a short-lived change in the replacement rate from 80 % to 75 % that was introduced on January 1, 1996. This reform only affected a sub-sample of the unemployed (those unaffected by the benefit ceiling). The authors estimated the effect of the reform by comparing job-finding rates before and after the reform of those affected and unaffected. Those unaffected were high earners who were constrained by the maximum benefit, so their replacement rate was unaffected. The estimates suggest that the cut in the replacement rate resulted in an increase in the job-finding rate by about 10 %.

**Benefit duration**

One of the more robust findings in the literature is that the job finding rate rises when benefits are close to expiring (Katz and Meyer, 1990a, 1990b, and Card, Chetty and Weber, 2007). Recent work also finds that job search effort rises in the U.S. when benefits are close to expiring for those who are eligible for UI (Krueger and Mueller, 2008).

A recent study for Sweden is also relevant. Bennmarker, Carling and Holmlund (2007) investigated the effects of several changes in the unemployment insurance system in 2001 and 2002. In 2001, a two-tiered benefit system was introduced that paid higher compensation during the first 20 weeks of an unemployment spell. In 2002, benefits were raised both for spells exceeding 20 weeks and for the first 20 weeks of spells. The changes applied only to sub-samples of the unemployed, namely those who previously had high earnings. This reform was used to identify the effects of changes in benefit generosity of time on job-finding rates. Somewhat surprisingly, there was a striking difference between the results for males and females. The female job-finding rate increased whereas the male job-finding rate (in accordance with theoretical expectations) fell. There was no significant effect on the aggregate job-finding rate. The authors speculate that the difference between males and females were due to a reform in child-care that took place simultaneously. The expected effect of the latter reform was to increase female labor supply.

An accumulation of evidence suggests that the opportunity to renew UI benefit eligibility through participation in labor market programs in Sweden in the 1990s was a disincentive to work, where individuals cycled between unemployment and program participation, with adverse results for program participation. For example, Ackum Agell, Björklund and Harkman (1995) showed that long spells in the registers of the National Labour Market Board (including both UI and program periods) were common in the early 1990s and Carling, Edin, Harkman and Holmlund (1996) show that UI compensated unemployment spells close to benefit exhaustion were significantly more likely to lead to program participation than were uncompensated unemployment spells. Sianesi (2004) found that program participation increased the probability of future benefit-compensated unemployment as well as subsequent program participation. These effects were both of a non-trivial size and long-lasting.

The psychological and material well-being of the unemployed

Numerous studies have found that unemployment has a lasting effect on people’s psychological well-being, leading to lower life satisfaction and even depression (Björklund, 1994, and Clark and Oswald, 1994). A longitudinal study of German workers, for example, found that individuals’ reported life satisfaction dropped in the year they became unemployed and stayed low for at least three years afterwards, even after they found new employment (Clark, Georgellis and Sanfey, 2001).

In addition to psychological scars, unemployment has serious economic consequences for the unemployed. Gruber (1997), for example, has found that consumption of food, a basic necessity, falls for the unemployed. He further finds that the provision of UI benefits reduces the drop in food consumption of the unemployed.

Experience rating

In the U.S., the financing of UI is experience rated, meaning that employers who have a worse record of laying off workers are charged higher tax rates. Although experience rating has lapsed in recent years, this feature of the program still serves as a disincentive for layoffs and causes employers to internalize the cost of laying off workers. Much evidence suggests that experience rating reduces unemployment. For example, Card and Levine (1994) estimate that the unemployment rate would decline by six-tenths of a percentage point if industries were fully experience rated – that is, if employers in an industry were required to pay the full additional costs of unemployment benefits for layoffs in that industry.

13 Provided that the programme lasted long enough, participation in any program counted as “employment and, hence, gave renewed benefit eligibility. Before 1986, only participation in “job-like” programs, such as relief jobs, qualified. See Forslund and Krueger (1997).
8.3 Job search in Sweden in international comparison

Of particular concern for Sweden is whether the UI system, and extensive labor market programs more generally, depress job search on the part of the unemployed. Despite relatively generous benefits, the evidence that job search in Sweden is unusually low is mixed. Using time diary data, Krueger and Mueller (2008) found that 11% of unemployed individuals searched for a job on any given day in Sweden in 2000-01, exactly matching the average of the 14 countries that they examined, but about half the proportion in the U.S. However, the amount of time that job seekers devoted to searching for a job was low in Sweden compared with the other countries.

8.4 Policy considerations

Confronted with rising unemployment, Sweden and other countries are likely to shore up their UI systems to help the jobless in the current downturn.

One limitation of the extant literature is that studies have not examined the effect of the business cycle on the unintended consequences of UI benefits. Governments often increase the generosity or duration of benefits in economic downturns. The presumption is that when fewer jobs are available, there is less of a moral hazard effect of UI and the consumption smoothing benefits of UI are greater. While this is very plausible, the argument rests on theoretical reasoning rather than evidence. We also note that there are some advantages to designing UI programs that automatically extend benefits in a region when economic conditions weaken there, and then automatically turn them off when conditions improve. One advantage of such a system is that benefits are extended rapidly on a regional basis where they are needed most, which strengthens the stabilization effect of UI. In addition, having benefits return to normal when economic conditions improve insulates politicians who vote to end extended benefits and wards against a tendency for benefits to be ratcheted upward.

We would also emphasize that UI could play an even greater role in discouraging layoffs if benefits were experienced rated.

9 Conclusion

Rather than repeat the conclusions and substantive recommendations that we provided at the end of each section, we conclude by noting that we have summarized evaluation results from a range of countries with different contexts and different programs. Even for the same program, such as job search assistance or early education, there is variability within a country in the design, content and implementation of the program. The details of the programs, which we have not emphasized, are relevant for evaluating their effectiveness. A preschool program can be well designed and implemented or poorly designed and implemented. Moreover, the most effective design and implementation will likely vary with the target population.
Despite glossing over the details of the programs, we believe that the broad brush approach that we have taken is useful in that it highlights the most robust findings. The fact that job search assistance programs do, in fact, vary, yet have generally been found to be cost-effective suggests that job search assistance can be effective for a wide range of populations under diverse circumstances. In addition, we have tried to emphasize the studies that we think provide the most credible estimation strategies in the literature, often involving randomized assignment to “treatment” and “control” groups, so that the effect of the programs themselves can be separated from extraneous factors. This has naturally led us to draw on evidence from a wide range of settings.
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